**Initial post: Collaborative discussion 2 – Risks and benefits of AI writers**

Large language models (LLMs) are Artificial Intelligence (AI) algorithms trained on exceedingly large amounts of publicly-available text available online. These models typically make use of deep learning approaches to establish relationships based on their training data to respond to textual inputs provided by human users. Such algorithms have seen immense development since the early 2020s with expansion of computing power and the amount of textual data available for training, with notable examples including OpenAI’s ChatGPT, Google Gemini, and Microsoft Copilot.

Outputs from LLMs can range from short pieces of text to large documents, and have been tested in numerous applications from summarising legal documents to writing computer code, poetry, or music sheets, all with surprising accuracy and realism. The potential for such “AI writers” is immense, from streamlining legal cases, facilitating administrative tasks involving large numbers of dense documents, helping creative professionals overcome writer’s block, and supporting students performing online research (Cui et al., 2023; Gosden, 2023; Hubert et al., 2024; Musumeci et al., 2024).

Nonetheless, these applications also entail several potential risks. Like any statistical model, LLMs have been known to make false predictions (usually termed “hallucinations” as they involve generating incoherent or factually wrong text). It’s also been suggested that they simply reproduce text without necessarily showing an understanding of those outputs, owning them the nicknames “stochastic parrots” or “bullshiters” by different ethicists (Bender et al., 2021; Hicks et al., 2024). They can also replicate underlying biases in the training data, namely in relation to race, gender, religion, and other characteristics, potentially reinforcing those biases. Perhaps more concerning, LLMs have occasionally produced directly harmful content. Finally, the complexity of the underlying model makes it extraordinarily difficult to understand why a certain problematic output was produced, or to identify and correct the underlying training instance or model parameter that originated it (Hutson, 2021).

In conclusion, LLMs have heralded a new age in AI technology, with potentially significant benefits and risks for society and humanity as a whole. The balance between those two dimensions will depend on appropriate and responsible development and risk mitigation. This may be achieved by instilling common sense, causal reasoning, or moral judgement during model training, ensuring transparent model development, improving training data to remove biased content, or actively tracking algorithm usage and performance (Hutson, 2021).
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